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Brillouin spectroscopy is a powerful tool for measuring the mechanical properties of materials
without contact. The sensitivity to mechanical changes that a Brillouin spectrometer can detect
is determined by the precision to which a spectral peak can be localized. The localization precision
is however fundamentally limited by the low number of photons within a Brillouin measurement,
as well as by intrinsic noise of the setup. Here, we present a method to improve the spectral
sensitivity of Brillouin measurements by exploiting the autocorrelation function of the spectrum.
We show that by performing a localization process on the autocorrelation function nearly 20%
increase in localization precision can be obtained. This result is consistent between our theoretical
treatment, numerical simulation and experimental results. We further study the e®ect of back-
ground noise on the precision improvement for realistic scenarios.
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1. Introduction

Brillouin light scattering has been used for many
years to measure viscoelastic properties of materials
without contact.1,2 Traditionally, Brillouin spec-
trometer utilizes a scanning interferometer featur-
ing Fabry–perot etalons3–5; in recent years the
introduction of a virtual image phased array (VIPA)
etalons6 and tilted geometry has dramatically
enhanced the throughput of the spectrometer and
allowed the acquisition of the entire Brillouin spec-
trum in one shot.7 The rapid acquisition of VIPA-
based spectrometers enabled micro-spectroscopic

mapping of the mechanical properties of samples
by spatially scanning over an area of interest.8

Brillouin microscopy has found applications in the
mechanical characterization of tissues9–12 and
cells.13–17 Brillouin spectral analysis for applications
that require high sensitivity to small mechanical
changes is based on the localization of the spectral
peak maximum. In fact, to capture biologically-
relevant changes in material sti®ness sensitivities of
� 10MHz are needed18; but both instrumentally,
typical spectrometers have spectral resolutions
in the order of hundreds of MHz to GHz; and
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fundamentally, biological materials present natural
linewidths that exceed 500MHz. Because of the lo-
calization processing, not only the spectral resolu-
tion of the spectrometer but also the signal-to-noise
ratio and signal-to-background ratio are important
factors that impact the spectral sensitivity of the
measurement, which determines the mechanical
sensitivity of the instrument. However, the intensity
of the Brillouin spectral components is fundamen-
tally limited due to the small scattering cross-sec-
tion of the photon–phonon interaction. Over the
past years, di®erent approaches to this challenge
have been pursued: on one hand stimulated scat-
tering interaction19,20 or multiplexed con¯gura-
tions21 have been demonstrated; on the other hand,
an ongoing e®ort is devoted to improving the e±-
ciency of signal detection,22 spectral contrast of the
spectrometer23–25 and removing background com-
ponents.26–29 Here, we present an analysis method
of the Brillouin spectrum based on the spectral
autocorrelation function of the acquired signal.
We will show both analytically and experimentally
that working in the autocorrelation space is ad-
vantageous compared to current protocols in terms
of localization precision.

2. Principle

Brillouin spectra are usually shown as a triplet of
peaks: the central nonshifted peak arises from elas-
tic scattering, while two shifted peaks, named
Stokes and anti-Stokes, come from the inelastic
phonon–photon scattering interactions. To deter-
mine the local elasticity from the acquired spectrum
the shift of the Stokes or anti-Stokes peaks from the
nonshifted central peak is required. However,
the central peak is often many orders of magnitude
brighter than the Brillouin signals as it contains
Rayleigh, Mie interactions as well as all back-
re°ections of laser within the setup; therefore, the
dynamic range of the camera cannot capture both
laser and Brillouin peaks in the same frame. One
way to address this problem is to physically block
the central peak in order to measure the weaker
Brillouin peak. Under these circumstances though,
it is impossible to determine the shift of the Bril-
louin signal, as no reference from the laser is recor-
ded. A potential solution to this issue is to record
the location of the laser peak beforehand, and use
it as a reference to evaluate the Brillouin shift in

future measurements. However, laser frequency
drifts or spectrometer jitters during measurements
are di±cult to avoid so that the laser peak location
cannot be assumed to be constant. To resolve this
issue, one can take advantage of the fact that Bril-
louin spectrometers show several di®raction orders,
therefore, the Stokes and anti-Stokes peaks from
two di®erent di®raction orders can be captured in a
single acquisition: the distance between the two
peaks represents a robust signature to determine
the Brillouin shift.

The straightforward procedure to obtain the
Brillouin shift in these conditions is as follows:
the spectrum containing the Brillouin Stokes and
anti-Stokes peaks from two consecutive di®raction
orders is recorded, and the distance between the
peaks is determined by localizing each peak using a
¯tting algorithm. Next, the peak separation is sub-
tracted from the known free spectral range of the
spectrometer, and this value corresponds to twice
the magnitude of the Brillouin shift in pixels. To
transform the result into frequency units, a cali-
bration process is carried-out using materials of
known Brillouin shifts.13,22 Although the Brillouin
peaks natural bandwidth is typically hundreds of
MHz, the precision to which the center of the peaks
can be determined is much greater. Similar to lo-
calization microscopy and particle tracking, the
localization accuracy of the center of a spot is de-
termined by optical properties such as the number
of photons within the spot and the background
noise present in the measurement.30 In contrast
to localization microscopy protocols, however, in
which the absolute location of each emitter is de-
sired, the key parameter in Brillouin analysis is
the relative distance between the Stokes and anti-
Stokes peaks from which the Brillouin shift can be
extracted. Although the peak separation can be
obtained by performing two separate localization
processes as described above, each localization
process will contribute to the error of the estimation
of the peaks separation which will therefore be en-
hanced. Here, we demonstrate a di®erent approach
which relies on the autocorrelation function of the
acquired spectrum. The autocorrelation of an object
preserves information about the relative distances
within the object, while the actual object form is
lost and can be retrieved only under speci¯c cir-
cumstances.31–34 Particularly, for a two-peak spec-
trum the autocorrelation will contain three peaks,
and the distance between the original two peaks
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will transform into the distance between the center
of the autocorrelation function and either side peak
Figs. 1(a) and 1(b). Hence, tracking the distance
between the two spectral peaks is equivalent to
tracking the distance of the side peak from the
center in the autocorrelation space. This results in
improved precision in the localization protocol, thus
o®ering a more e±cient use of the information
content of the collected photons.

3. Theory

In general terms, the spatial uncertainty on the
detection of a single photon hitting a camera is
determined by the standard deviation of the point
spread function of the imaging system �. Yet, a set
of N independent measured photons can be treated
as Nmeasurements of the signal location, hence, the
precision to which the average position can be de-
termined is given by the standard error of the
mean: �ffiffiffi

N
p . When two signals are detected and the

distance between the signals is of interest, it can be
measured using two separate localization processes
or, as proposed here, by a single localization process
in the autocorrelation space. Although the Brillouin
signal presents a natural Lorentzian spectral dis-
tribution, the signal is convolved with the Airy
pattern generated by the imaging systems of the
spectrometer, as well as with a Gaussian envelope
attributed to the apodization of the VIPA output.
Therefore, a treatment of a more complex Voight
pro¯le will be the most proper one, yet, for sim-
plicity here we evaluate the localization precision
for both the double ¯tting and the autocorrelation
analysis and compare them for one-dimensional
Gaussian shaped signals.

We begin by calculating the precision to which
the distance between two signals can be determined.
We consider a function of two independent Gauss-
ian shaped signals separated by a distance \d" as
presented in Fig. 1(a):

fðxÞ ¼ No

�
ffiffiffiffiffiffi
2�

p e
�ðx�dÞ2

2�2 þ e
�x 2

2� 2

� �
; ð1Þ

where No is the number of photons contained in
each peak. Hence, the localization precision of each
peak is given by the standard error of the mean for
the calculated number of photons: �ffiffiffi

N
p

o
. The peak

separation error is in°uenced by both peak locali-
zations and is therefore larger:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hð�dÞ2i

q
Double fit

¼
ffiffiffi
2

p
�ffiffiffiffiffi

N
p

o

: ð2Þ

Next, we derive the localization accuracy for the
autocorrelated function. The autocorrelation can be
calculated by multiplying Eq. (1) by a shifted form
of itself and integrating over the spatial coordinate:

CðqÞ ¼
Z 1

�1

No

�
ffiffiffiffiffiffi
2�

p e
�ðx�dÞ 2

2� 2 þ e
�x 2

2� 2

� �

� No

�
ffiffiffiffiffiffi
2�

p e
�ðx�d�qÞ2

2� 2 þ e
�ðx�qÞ 2

2� 2

� �
dx; ð3Þ

where q is the spatial coordinate in the autocorre-
lation space and represents the displacement of
the two functions. The autocorrelation, normalized
to the single peak intensity, can be therefore
written as:

C qð Þ ¼ No

�
ffiffiffiffiffiffi
2�

p e
� dþqð Þ2

4�2 þ 2e
�q 2

4� 2 þ e
� d�qð Þ2

4� 2

� �
: ð4Þ

The autocorrelation function has three peaks, each
side peak is located a distance \d" from the center

0 d

(a)

0-d d

(b)

Fig. 1. (a) Original signal: the distance between two peaks \d " can be obtained by ¯tting the data and measuring the separation.
(b) The autocorrelation function: the displacement of either side peaks from the center equals the distance between the
original peaks.
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of the function corresponding to the original sepa-
ration of the peaks (Fig. 1(b)). To evaluate the lo-
calization precision for the correlated peak, we
calculate the e®ective number of photons in the side
peak of the autocorrelation by integrating over one
of the side peaks:Z

No

�
ffiffiffiffiffiffi
2�

p e
� d�qð Þ2

4�2 dq ¼
ffiffiffi
2

p
N0: ð5Þ

The localization precision is determined by the stan-
dard error of the mean in the new space; it thus
depends on the number of photons calculated in (5)
and the width of the autocorrelation peak, which isffiffiffi
2

p
�. As a result, the localization precision is therefore:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hð�dÞ2i

q
Autocorrelation

¼
ffiffiffi
2

p
�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

p
N0

q : ð6Þ

The net improvement in precision provided by the
autocorrelation process is therefore:ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffihð�dÞ2ip

Double fitffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hð�dÞ2i

p
Autocorrelation

¼
ffiffiffiffiffiffiffiffiffiffi
2

pq
: ð7Þ

This can be understood intuitively: the localization
improvement is a result of the doubled number of
photons used to localize the correlated peak; the signal
processing of each original peak involves half the
number of photon used by the correlation process in
which the photons from both individual signals are
considered. However, the localization precision is not
improved by a factor of

ffiffiffi
2

p
as expected when the

number of photons is doubled, because the multipli-
cationprocess translates intoaprecision loss.Note that
by performing a correlation process on an acquired
data with two independent signals, the information
about the locations of thepeaks is lost, yet, thedistance
between the peaks can be easily extracted which is
su±cient in our scenario.

To support our derivation, we performed a
numerical simulation of the localization process.
We generated many Brillouin spectra with two
Gaussian shaped signals (resembling the Stokes and
anti-Stokes peaks), and assigned a Poisson noise
behavior to each signal. We determined the distance
between the signals both by localizing them using a
¯t for two Gaussians and by performing an
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Fig. 2. (Color online) Simulation results: (a) Two peaks two pixels wide were repeatedly generated, and the distance between them
was measured using a double peak ¯tting (blue curve) and a single ¯t of the autocorrelation function (red curve). The inset shows
the corresponding histogram for the two measurements. (b) A similar measurement as in (a), with ¯ve pixels wide peaks. (c) The
standard deviation of the data presented in (a) was measured repeatedly and the ratio between the standard deviations of the two
analyses was quanti¯ed (blue curve). The theoretical expected improvement (red dashed line) is in good agreement with the
simulated results. (d) A similar measurement as in (c), with ¯ve pixels wide peaks.
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autocorrelation and localizing a single side peak.
Figures 2(a) and 2(b) show the result for signals of
widths 2 and 5 pixels, respectively. It can be seen
that the red curve corresponding to the autocorre-
lation ¯t has a smaller standard deviation than the
blue curve which was obtained using a double peak
¯tting. To better observe the di®erences, we plotted
a histogram of both curves, as expected, the red
curve transforms into a sharper and narrower his-
togram (Figs. 2(a) and 2(b) insets). To compare our
simulation results to the expected theoretical ones,
we measured the standard deviation for many sets
of measurements, and calculated the precision im-
provement which is the ratio of the standard
deviations of the ¯tting results. We used a signal
width of 2 (Fig. 2(c)) and 5 (Fig. 2(d)) pixels for
this simulation and found an average accuracy
improvement of �18% and �17%, respectively, in
good agreement with the theoretical prediction
(Figs. 2(c) and 2(d), red dashed line).

Here, we derived and studied numerically the
localization precision of two identical signals,
since, due to error propagation considerations, it is
preferable to set the system to yield identical signals
rather than having an uneven photon distribution.

4. Experimental Data

To verify experimentally our results, we built the
setup illustrated in Fig. 3(a). We expanded a single
frequency laser beam of wavelength 532 nm
(LaserQuantum), and transmitted it through a
polarizing beam splitter (PBS) and a quarter wave-
plate. We focused the beam onto a sample using a
one inch lens (f ¼ 50mm). The back re°ected light
was collected in an epi-detection con¯guration, and
after a second transmission through the quarter
wave-plate, it acquired a polarization state of 90�
with respect to the incoming beam. We used the
PBS to direct the re°ected light into the back en-
trance of an objective lens (20�; 0:4�NA) and
coupled it into a single mode ¯ber. The output of
the ¯ber was spectrally analyzed using a double
stage VIPA spectrometer with a 30GHz free-spec-
tral-range (for details see Ref. 23).

Figure 3(b) shows a representative spectrum
acquired using methanol as a sample (blue dots),
and a matching double peak ¯t (red curve). The
autocorrelation of the spectrum acquired in
Fig. 3(b) is presented in Fig. 3(c) (blue dots), as well
as a matching single ¯t (red curve). To quantify the
localization precision in both cases, we repeated the
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Fig. 3. (Color online) (a) Experimental setup: an epi-detection con¯guration was used to illuminate the sample (dark green path)
and collect the back scattered light (bright green path). The collected light was spectrally analyzed using a double stage VIPA
spectrometer. (b) A typical acquired spectrum of a methanol sample — blue dots (laser intensity �10mW, 40ms integration time),
and a double peak Gaussian ¯t— red curve. (c) The autocorrelation function of the spectrum shown in (b)— blue dots, and a single
peak ¯t of the side peak— red curve. (d) A histogram of the separation between the peaks shown in (b) for 500 measurements (black
curve), and a matching histogram of the distance of the side peak in (c) from the center of the autocorrelation function (red curve).
(e) Background e®ect on the precision improvement: at low SBR values the autocorrelated process is less accurate than the double
¯tting one, while at high SBR values the precision improvement (blue curve) approaches the theoretical one (red dashed line). The
experimental data (black dots) agree with the numerical simulation (blue curve).
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measurement 500 times and presented the histo-
gram of the °uctuations in Fig. 3(d). As predicted
previously, the precision of the single autocorrelated
peak is higher resulting in a narrower histogram
(Fig. 3(d), red curve) compared with the double
¯tting of the acquired spectrum (Fig. 3(d), black
curve).

In the analytical derivation and the numerical
simulation, it was assumed that every pixel of the
signal is shot-noise limited. However, in practice,
background noise is inevitable. To examine the ef-
fect of background noise on our results, we repeated
the numerical study with varying levels of signal to
background ratios (SBR). To do so, we varied the
total number of photons in every peak within the
simulation from 100 to 3500, a range similar to
the experimental one, and used a constant back-
ground of one photon which is a typical experi-
mental value with high-end CCD or sCMOS
cameras. Figure 3(e) shows the localization preci-
sion improvement due to the autocorrelation
process as a function of the SBR (blue curve),
and theoretical shot-noise limited improvement
(red dashed line). We found that for high SBR
values the improvement approaches the theoretical
prediction, while for SBR < 20, the correlation
process becomes less accurate than the double ¯t-
ting procedure. To con¯rm this prediction, we re-
peated the experimental study with di®erent SBR
values by adjusting the integration time of the
camera, and found a good agreement with the
simulated plot (Fig. 3(e), black dots). In realistic
experimental situations, the localization of the au-
tocorrelation peak yielded �15% higher precision
than the double ¯t analysis.

5. Discussion

The precision to which an optical signal can be
spatially localized has been studied for many
years,30 and is the underlying principle for super-
resolution localization microscopy techniques such
as PALM35 and STORM.36 Brillouin spectroscopy
also uses this type of localization process thus
achieving spectral sensitivities that are much higher
than the nominal spectral resolution of the spec-
trometer. However, Brillouin spectroscopy presents
a peculiar situation where the relevant quantity is
the distance between two acquired signals rather
than the absolute location of a single peak. In
these conditions, autocorrelation functions are

particularly suitable for signal analysis. By trans-
forming to the autocorrelation space, the spatial
form of the original function is lost, however, the
information regarding the distances between loca-
tions is preserved. Here, we have shown that the
localization process yields higher precision when
applied to the autocorrelation function instead of
the original signals.

We have compared the current method of
spectral analysis to the autocorrelation both theo-
retically, numerically and experimentally. The an-
alytical derivation predicts an improved precision of
� 18.9% for the autocorrelated analysis, which is in
good agreement with our experimental data. For
instance, for the data presented in Figs. 3(b)–3(d),
we measured the width of the original signal to be
�850MHz, while the localization precision obtained
by the double ¯tting process was �41.1MHz and
the precision of the ¯t of the autocorrelated data
gave an advantage of �15%, i.e., 35.7MHz. We also
found that, the background imposes a limit on the
expected improvement obtained by the autocorre-
lation processing. Indeed, we found that at low
SBRs autocorrelation ceases to provide an advan-
tage. This e®ect is attributed to the fact that
through the autocorrelation process background
photons from all locations within the spectrum
contribute to the signal localization. Hence, using
the autocorrelation analysis will be advantageous
only when applied to high SBR scenarios, while for
low SBR measurements such as within scattering
medium, the double ¯tting approach will yield a
higher localization precision.

Previous studies on localization precision have
shown the dependency of the ¯nal sensitivity on
acquisition parameters such as the number of
detected signal and background photons as well the
ratio between the camera pixel size and the point
spread function of the signal.30,37 In terms of signal
photons, the Brillouin spectroscopy application
poses strong constraints in the spontaneous regime;
in this paper, we have used realistic parameters of
�3000 total number of photons per peak which is
about what is obtained in typical samples with a
few mW incident light and 100ms of integration
time; as of background photons, these limits are
imposed by the camera utilized and the experi-
mental setup, we used an EMCCD camera (Andor
iXon 897) with an intrinsic background noise < 1
photon, hence, in our simulation we used an upper
limit background of one photon. As for the ratio
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between the camera pixel size and the point spread
function of the signal, it has been shown that the
optimal choice depends on the speci¯c parameters
as well as the dimensionality of the measurement.30

In order to evaluate the e®ect of the autocorrelation
on this behavior, we used a Monte Carlo simulation
to generate signals with di®erent ratios of pixels-to-
PSF widths using the above-mentioned parameters.
The results are presented in Fig. 4. Both the auto-
correlation analysis (red) and the double ¯tting
approach (blue) yielded a similar optimal ratio of
�4 pixels per PSF while preserving the �20%
precision improvement of the autocorrelation pro-
cess. We also compared the simulated results to the
analytical expectation derived in Ref. 30, as pre-
sented in the black dashed line in Fig. 4. It can be
seen that the analytical expectation is in good
agreement with the simulated results for small
pixels, as the pixels become larger there is an un-
derestimation of the localization error which is a
result of a ¯rst-order approximation approach of
the analytical derivation (see Ref. 30).

It should be noted that Fig. 4 is a proper esti-
mation of the localization precision for a one-
dimensional spectral scenario, for a two-dimensional
case, the optimal point is obtained at �2 pixels per

PSF. Another consideration for Brillouin spectral
localization is that di®erent materials have di®erent
linewidths, therefore a compromise needs to be
reached by choosing spectrometer alignment that
¯ts best the material under examination.
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